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Typology

• Grouping of	languages	according	to	their	characteristics
• Explaining distributions,	language	contact
• Multi-dimensional	space	of	similarities	/	differences	/	

influence	of	contact:	syntax,	morphology,	phonotactics…
• Some	work	on	prosody	(Gil,	1986;	Hirst &	Di	Cristo,	1998;	

Jun,	2006;	Hyman,	2006;	Grabe &	Low,	2002),	mainly	
classifying	languages	based,	e.g.,	on	
– lexical	and	postlexical intonational	features
– rhythm	classes



Digital	(Language	Typology)
• using language/speech technology tools
• shallow,	but	non-trivial	analysis

(Digital	Language)	Typology
• big,	digital,	language and speech data

Cummins,	Gers &	Schmidhuber (1999)	
Automatic	discrimination	among	languages	based	on	prosody	alone

used	LSTM-based	language	models	trained	on	f0	and	energy	contours	for	
language	comparisons	based	purely	on	these	prosodic	characteristics
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Language	n-grams	and	perplexity
• Using the EU	Europarl corpus,	standard orthography
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Language	n-grams	and	perplexity
• Same	corpus,	transcribed using espeak

• Not	so	good,	non-matching phoneme sets
• We can see where the models are most perplexed:	

sanity checks
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How	to	look	at	prosody?
1. Extract	f0 and	energy
2. Continuous	wavelet	transform	of	the	f0 and	energy	signals
3. Calculate	derivatives	of	the	signals	(Δ-features)
4. Discretize	the	Δ-feature	signals:	get	a	finite	state	space
5. Train	simple	unigram	models	(probabilities	of	individual	

states)	for	all	languages	separately
6. For	each	sentence,	compute	perplexity	measure	for	each	

language	separately
7. Using	mean	perplexity	of	a	given	language	with	sentences	

from	all	languages,	create	a	confusion	matrix
8. Plot	something	summarizing	the	confusion	matrix



Methodology
1. Extract	f0 and	energy

ü f0 extracted	using	praat,	(linearly)	interpolated	and	smoothed	
(10	Hz	bandwidth)

ü signal	envelopes	(energy)	contours	extracted	using	continuous	wavelet	
transform	method	(see	the	next	slide)

ü both	signals	sampled	at	100	Hz	and	time-aligned
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Methodology
2. Continuous	wavelet	transform	of	the	f0 and	energy	signals
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Methodology

3. Calculate	derivatives	of	the	signals	
(Δ-features)

4. Discretize	the	Δ-feature	signals:	get	
a	finite	state	space
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Methodology
5. Train	simple	unigram	models	(probabilities	of	individual	states)	for	

all	languages	separately

6. For	each	sentence,	compute	perplexity	measure	for	each	
language	separately

for	each	state	S,	compute
PSWE(S), PGER(S), PRUS(S), PSVK(S), PHUN(S), PEST(S), PFIN(S)

formally,	for	sentence	S1 S2 S3 … SN and	language	LAN,	perplexity	is:

informally,	perplexity	is	a	measure	of	“surprise”	that	the	given	state	is	
found	in	the	given	sentence	in	the	given	language
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Methodology
7. Using	mean	perplexity	of	a	given	language	with	sentences	from	all	

languages,	create	a	confusion	matrix
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8. Plot	something	summarizing	the	
confusion	matrix



Languages

FIN

EST
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RUS

SVK

GER

SWE

• Seven	languages	spoken	
(primarily)	in	Europe

• 4	Indo-European	ones:
– 2	Slavic	(Russian	and	Slovak)

– 2	Germanic	(German	and	Swedish)

• 3	Finno-Ugric
– 2	Finnic (Finnish	and	Estonian)

– 1	Ugric	(Hungarian)

• Rich	and	complex	mutual	
contact	history

From:	Šimko,	Suni,	Hiovain,	Vainio (2017,	Interspeech)
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Languages

Language Lexical	stress Quantity Rhythm	class Tone
Swedish contrastive C(2)	V(2) stress-timed yes …
German contrastive V(2) stress-timed no …
Russian contrastive no stress-timed no …
Slovak word-initial V(2) syllable-timed no …
Hungarian word-initial C(2)	V(2) mora-timed(?) no …
Estonian word-initial C(3) V(3) foot-timed(?) no	(?) …
Finnish word-initial C(2)	V(2) mora-timed(?) no	(?) …

From:	Šimko,	Suni,	Hiovain,	Vainio (2017,	Interspeech)



Corpus

Language Speakers	(female) Sentences Duration (s)
Swedish 4	(2) 4	x 5 138
German 9	(4) 9	x 5 349
Russian 5	(5) 5	x 10 178
Slovak 6	(3) 6	x 7 176
Hungarian 6	(3) 6	x 7 213
Estonian 6	(3) 6	x 8 207
Finnish 7	(3) 7	x 6 226

• A	short	story	(The	North	Wind	and	the	Sun),	apart	from	
Russian

• Relatively	few	speakers

» very	small	data	set	for	machine	learning

From:	Šimko,	Suni,	Hiovain,	Vainio (2017,	Interspeech)

le
ss
	th

an
	

ha
lf	
an

	h
ou

r



Results:	CWT	decomposition
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Results:	No CWT	decomposition
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Another way	to	look	at	it
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Another way	to	look	at	it
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Another,	slightly	bigger	corpus

• North	Sámi

Figure 1: The NS varieties.

recognition techniques, trained recurrent LSTM networks on f0
and energy contours on a speech corpus containing multiple lan-
guages and used the performance of resulting languages models
on different languages as a measure of inter-language distance.

Kristiinas Interspeech Methods compared to DLT

Our approach presented here differs in several aspects.
First, we use much more simple statistical models, namely uni-
grams on f0 and energy envelope �-features (derivative). Sec-
ond, more importantly, we train the language models on sig-
nals decomposed using Continuous Wavelet Transform (CWT)
technique [8]. The individual signal components correspond
to intonation and energy patterns pertaining to three levels
of prosodic hierarchy, namely syllables, (prosodic) words and
phrases. This facilitates, in principle, capturing relationships
between changes in f0 and energy at these hierarchical levels in
parallel (e.g., f0 movement mid-syllable at the beginning of a
word towards the end of a phrase). Finally, we use a perplexity
measure as a basis for quantifying distances among languages.

The intensive language contacts and accelerating language
change is presumably reflected in prosodic characteristics of the
NS varieties compared to the ones of the majority languages.
One of those presumed to be relevant for the present work is,
for example, the different intonation patterns in Finnish and
Norwegian and respectively in their influence to the NS vari-
eties. In most Norwegian dialects, there are two lexically dis-
tinctive pitch accents, which gives Norwegian a distinguishable
singing quality [?]. Also, the word intonation tends to be rising.
Compared to Norwegian, the Finnish intonation patterns are rel-
atively stable and more uniform, with falling word intonation
[?]. These differences influencing the NS areal varieties makes
it easy for the NS speakers to recognize, whether a speaker is a
Norwegian or Finnish Smi.

The aim of this work is to verify whether simple language
technology methods can produce a reliable mapping of the NS
varieties based on f0 and energy signals and to capture some
similarities between the studied NS varieties and the majority
languages, and therefore help measure the amount of language
contact effects in spoken language. Also, we address a broader
question of whether, and to what extent, can prosody alone en-
code language contact and change.

2. Methodology

2.1. Material

For analysing the influence of majority languages in the five
North Smi varieties, we used three comparable spoken mate-
rial corpora. For the five North Smi areal varieties, we used
the DigiSami read speech corpus [?, ?] combined with similar
read speech corpus from two native North Smi speakers from
Utsjoki and Kautokeino, recorded by the authors in Helsinki.
Altogether, there were 30 north Smi speakers (one fluent non-
native) recorded, and their ages ranged from 16-65 years. The
reading material in the DigiSami corpus was Wikipedia articles,
while in our own corpus, human rights declarations were read
aloud. All native NS speakers were bilingual: speakers from
Kautokeino and Karasjok were native also in Norwegian, while
those from Utsjoki, Ivalo and Inari were bilingual in Finnish
and NS.

The Smi speech material was compared with read speech
materials from the two majority languages, Finnish and Nor-
wegian (Librivox Human rights declarations). The Kautokeino
and Karasjoki varieties are spoken in Norway and have presum-
ably been under Norwegian influence while Ivalo, Inari and Ut-
sjoki varieties are spoken in Finland and have Finnish influence
in their prosodic characteristics, respectively. Only the Kau-
tokeino variety of these areas belong to the Western dialect area
according to the traditional North Smi dialect analysis while the
rest of the varieties belong traditionally to the Eastern dialect
group of NS. (The main dialect differences?)

Table 1: Number of speakers and the overall duration of the
given language corpus.

NS varieties Spkrs (female) Minutes

Kautokeino (skt) 5 (2) 75:09
Karasjok (skr) 6 (5) 43:02
Ivalo (siv) 6 (5) 43:29
Utsjoki (sut) 6 (2) 86:30
Inari (sin) 4 (3) 43:54

Majority lgs Spkrs (female) Minutes

Finnish (fin) 1 (0) 11:47
Norwegian (nno) 1 (0) 13:32

2.2. Prosodic analysis and language model comparison

The methodology used for hierarchical prosodic analysis has
been introduced in [9].

For each sentence in the corpus, the f0-contour and sig-
nal envelope (energy) contours (sampling rate 100 Hz) were
extracted using a standard Praat pitch extraction routine and a
wavelet-based filtering technique. The unvoiced intervals in the
f0-contours were subsequently (linearly) interpolated and the
resulting contour was smoothed (10 Hz bandwidth).

The f0 and energy signals were decomposed using con-
tinuous wavelet transform (Morlet mother wavelet, !0 = 2)
to three components with pseudo-frequencies of 200 and 400
and 800 ms. Subsequently, a derivative (�-feature) was cal-
culated for each of the six components. The derivative sig-
nals were discretized using the following procedure: for each
speaker and each signal, the derivative values (between 5th and
95th percentile) were divided to three equally sized bins (cor-
responding to falling, steady and rising signal). The values be-
low 5th and above 95th percentiles were marked as inadmissible

a	bit	over	5	hours	of	
speech

Submitted:	Hiovain,	Suni,	Vainio,	Šimko (2018,	Speech	Prosody)



Another,	slightly	bigger	corpus

• North	Sámi



Yet	another,	even	bigger	corpus
• SWEDIA	2000	(Bruce,	Elert,	

Engstrand,	Eriksson	and	Wretling,	
1999)

• in	Swedish
• individual	words	from	104	locations	

from	Sweden	and	Finland,	different	
dialects

(lot	of	words)	*	(lot	of	speakers)	=	=	
over	250,000	renditions
=	about	2	days	of	words!
(1.2	million	files	processed)

l 
( l 

Figure l. Geographical distribution of the accent types (from 
Gårding & Lindblad 1973). 
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Discussion

• very	simple	language	modeling	(unigrams)
– with	bigger	corpus,	we	will	(and	do)	try	more	complex	modeling,	e.g.,	deep	nets	

• are	our	results	“right”?
– lack	of	the	Ground	Truth

– instead,	we	need	to	compare	the	known	characteristics	of	the	languages	and	use	
common	sense



Discussion

• works	for	both	small	and	big	corpora

• the	results	seem	to	be	meaningful:
– the	language	grouping	largely	reflects	language	family	relationships	(fin-est; 

swe-ger),	and	contact	history	(svk-hun)

– Swedish	dialects	“sort	out”	in	geographically	meaningful(ish)	way

– North	Sámi	data	also	seem	to	make	sense

• wavelet	decomposition	helps
– statistical	evaluation	of	f0 and	energy	envelope	movement	distribution	patterns	

on	multiple	hierarchical	levels	in	parallel	(inter-dependencies)	seem	to	capture	
relationships	better	than	simple	raw	contours

• combined	signals	(energy+f0)	give	“more	plausible”	results	than	each	
signal	separately	(cf.	Cummins	etal.,	1999)



Antti	Suni,	Katri Hiovain,	Martti Vainio,	Atte Hinka,	
Mark	Granroth-Wilding,	Hannu Toivonen
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